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  Original Article  

Dyslipidemia, particularly elevation of low-
density lipoprotein cholesterol (LDL-C) level is 
a major risk factor for coronary heart disease and 

cardiovascular diseases (CVD)(1,2). There is good 
evidence that screening for lipid disorders can identify 
asymptomatic adult eligible for preventive therapy(3). 
Indeed, LDL-C can be directly measured by different 
methods; however, due to limited availability and high 
cost of direct LDL-C measurement, LDL-C estimated 
by the Friedewald equation as total cholesterol (TC) 
– high-density lipoprotein cholesterol (HDL-C) – 
[triglyceride (TG)/5] in milligrams per deciliters 
(mg/dL), is typically used in clinical and research 
setting worldwide(4). It is known that the Friedewald 
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Background: Low-density lipoprotein cholesterol (LDL-C) estimation from Friedewald equation is frequently used in clinical practice. 
However, limitations have emerged regarding its use, including patients with triglyceride (TG) levels of more than 400 milligrams per 
deciliters (mg/dL), or LDL-C level of less than 70 mg/dL. Despite that many new LDL-C equation models derived from linear regression 
analysis have been proposed, the accuracy of these generated formulas is still questionable. The authors developed a new LDL-C 
prediction model constructed by an artificial neural network (ANN), an information processing and computational system modeled 
after a biological nervous system, with expected better accuracy than both the Friedewald equation and the linear regression models.

Materials and Methods: A cross-sectional study was conducted. Serum lipid profiles (total cholesterol [TC], TG, high-density 
lipoprotein cholesterol [HDL-C], and LDL-C) were collected from 10,949 participants irrespective of specimen collection time, time 
since last caloric intake, comorbidities, and current medications. Direct LDL-C measurement determined by homogeneous assay 
was considered as the gold standard. Data were randomly divided into two cohorts, one for developing an equation from a linear 
regression model and ANN model, and another for validation and analyzing the predictive accuracy among the Friedewald equation, 
linear regression, and ANN model.

Results: The new simple equation derived from the linear regression model was 0.9 TC – 0.1 TG – 0.8 HDL-C. The correlation coefficient 
between direct LDL-C measurement and Friedewald-calculated LDL-C, LDL-C calculated using linear regression, and ANN-calculated 
LDL-C were 0.966 (p<0.001), 0.977 (p<0.001), and 0.978 (p<0.001), respectively. The ANN model demonstrated less root mean 
square error (RMSE) than the Friedewald equation or the linear regression model, which implied better accuracy, even when TG 
levels were more than 400 mg/dL or direct LDL-C levels were less than 70 mg/dL.

Conclusion: The ANN model is a highly accurate and a better LDL-C estimating tool, even in patients with TG level greater than 400 
mg/dL and LDL-C level less than 70 mg/dL.
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formula has some limitations and is less accurate 
in patients with TG level greater than 400 mg/dL 
or LDL-C level of less than 70 mg/dL, and in those 
with type 3 dyslipoproteinemia(5,6). Previous studies 
demonstrated considerable differences between direct 
measurement of LDL-C and the estimation in many 
other conditions(7-9). Furthermore, the Friedewald 
equation was derived based on samples obtained in 
a fasting state, so is not suitable for use in those who 
did not fasted(4).

Although, several new LDL-C equations 
including the equations from Thai population(10-12) 
have been developed, most of which were derived 
from linear regression analysis(10-19), the accuracy of 
LDL-C prediction with each equation varies among 
populations(18). In a previous study in Thailand, 
Rungtanapirom et al(11) reported LDL-C level from 
direct measurement was about 13.4% higher than 
calculated LDL-C level, while Puavilai et al(10), 
found that the differences of LDL-C levels between 
direct measurement and a new equation were 8.4% 
and 16.7% (more than 10 mg/dL) in subjects with 
TG levels of 200 to 299 and 300 to 399 mg/dL, 
respectively.

Recently, computer-based diagnostic systems, 
i.e., artificial neural network (ANN) have been 
applied to simulate the combined-diagnostic models 
or equations from the measured biological markers. 
ANN is the data processing and computational 
systems that was inspired by the study of biological 
neural processing. It can process, learn, and remember 
information(20,21). The authors constructed an LDL-C 
prediction model using an ANN with expected better 
accuracy than Friedewald equation in predicting 
LDL-C using direct LDL-C measurement as a 
gold standard. In the present study, the authors also 

compared the accuracy of LDL-C prediction model 
between ANN and the equation model derived from 
linear regression analysis.

Materials and Methods
The present study was carried out in accordance 

with the recommendations of the Center for Ethics in 
Human Research, Khon Kaen University (HE541027). 
This was a cross-sectional study conducted in 
Srinagarind Hospital, a tertiary care setting in Khon 
Kaen, Thailand, between November 2010 and January 
2011. The data were collected from all subjects who 
participated and gave a written informed consent 
prior to lipid measurement. A single measurement of 
all four lipid profiles (TC, HDL-C, TG, LDL-C) was 
collected irrespective of specimen collection time, 
time since last caloric intake, comorbidities, and 
current medications. Demographic characteristics, 
including sex and age, and results of lipid profiles 
were recorded.

TC, TG, and HDL-C were measured using 
enzymatic methods with an automatic autoanalyzer 
(Cobas Integra 800; Roche Diagnostics, Mannheim, 
Germany). LDL-C was measured directly in mg/
dL by homogeneous assay using a Hitachi c6000 
chemical analyzer as the gold standard in the present 
study. Friedewald LDL-C was calculated based on 
the Friedewald equation: TC – HDL-C – (TG/5). The 
participants (n=10,949) were randomly divided into 
two cohorts at a ratio 1:1 using a computerized random 
number generator (development cohort: n=5,477; 
validation cohort: n=5,472). In the development 
cohort, a new equation was developed using linear 
regression based on three lipid profiles (TC, TG, and 
HDL-C), and the training set for the LDL-C prediction 
model was constructed using an ANN with 10-fold 
cross validation. A single-hidden-layer feed-forward 
neural network, which was the simplest type of ANN, 
was used in the present study. This neural network 
consisted of one input layer (TC, TG, HDL-C), one 
hidden layer, and one output layer (direct LDL-C). 
Each node (input node, hidden node, and output 
node) was linked by weighted connections (Figure 1), 
which the ANN used to map the relationship between 
the input and output. During the training process, 
the weighted connections were adjusted until the 
relationship between the input and output was well 
defined. In the validation cohort, the associations 
and differences between the Friedewald LDL-C 
equation, linear regression model, and ANN model 
were analyzed, and the predictive accuracy of each 
was evaluated.

Figure 1. The single-hidden-layer feed-forward neural 
network. The network consists of one input layer, one hidden 
layer, and one output layer. Each node is linked by weighted 
connections, which the ANN uses to map the relationship 
between the input and output. During the training process, 
the weighted connections were adjusted until the relation-
ship between the input and output was well defined.
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Statistical analysis
Statistical analysis was performed using SPSS 

Statistics for Windows, version 17.0 (SPSS Inc., 
Chicago, Ill, USA). Pearson’s correlation coefficient 
was used to evaluate the relationship among the 
LDL-C levels derived from the Friedewald equation, 
linear regression model, and ANN model. Differences 
were demonstrated using the Bland-Altman method 
and expressed as mean differences and limited of 
agreement. The predictive accuracy of each model 
was determined using the root mean square error 
(RMSE).

Results 
Ten thousand nine hundred forty-nine participants 

underwent single lipid profile measurements during 
the present study period and 5,477 were randomly 
assigned to the development cohort while 5,472 
were assigned to the validation cohort. There were no 
significant differences in demographic characteristics 
(age, sex, and lipid profile) between the development 
and validation groups (Table 1). One hundred fifty-
three (2.8%) and 142 (2.6%) participants had TG 
levels of at least 400 mg/dL in the development and 
validation group, respectively.

Developing a model using linear regression analysis
A new equation was constructed based on linear 

regression analysis in the development group: 0.917 
cholesterol – 0.108 TG – 0.794 HDL-C – 1.301. 
The equation was simplified as 0.9 cholesterol – 0.1 
TG – 0.8 HDL-C for more convenient use in clinical 
practice.

Developing a model using an artificial neural network
An LDL-C prediction model using an ANN was 

constructed based on the following settings, four 
hidden units, sigmoid function, and 5,000 learning 
cycles. This model was built using the open-source 
machine-learning software, Rapid Miner Studio 
version 9.2. The results were evaluated with validation 
models constructed using k-fold cross validation, 
which is widely used in medical field. As k=10 in the 
present study model, all data samples were randomly 
divided into ten subsets. Each subset was used as a 
validation set and the remaining nine subsets were 
put as the training sets. The validation process was 
repeated ten times, and each of the subsets was used 
as the validation set only once (Figure 2). This method 
was used to reduce the bias between the training and 

Table 1. Participants’ baseline characteristics

Development 
group 

(n=5,477)
n (%)

Validation 
group 

(n=5472)
n (%)

p-value

Sex distribution

Male 2,553 (46.6) 2,510 (45.9) 0.44

Female 2,924 (53.4) 2,962 (54.1) 0.44

Age (years); mean±SD 54.8±13.9 54.9±14.1 0.66

Lipid profile; mean±SD

Total cholesterol (mg/dL) 203.4±49.4 204.2±49.5 0.40

HDL-C (mg/dL) 52.5±16.4 52.6±16.3 0.75

Triglyceride (mg/dL) 154.4±109.4 152.8±99.7 0.42

Direct LDL-C (mg/dL) 126.8±41.4 127.5±42.1 0.38

Triglyceride levels (mg/dL)

<100 1,711 (31.2) 1,778 (32.5) 0.16

101 to 200 2,641 (48.2) 2,597 (47.5) 0.43

201 to 300 766 (14.0) 745 (13.6) 0.57

301 to 400 206 (3.8) 210 (3.8) 0.83

>401 153 (2.8) 142 (2.6) 0.52

SD=standard deviation; HDL-C=high-density lipoprotein cholesterol; 
LDL-C=low-density lipoprotein cholesterol

Figure 2. 10-fold cross validation. To reduce the bias between the training and validation sets, all data samples were ran-
domly divided into ten subsets. Each subset was used as a validation set (subset in the grey area) and the remaining nine 
subsets were put as the training sets. The validation process was repeated ten times, and each of the subsets was used as the 
validation set only once.
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Table 2. Diagnostic accuracy among models

Methods Equation RMSE Correlation coefficient p-value

Friedewald TC – HDL – (TG/5) 12.80 0.966 <0.001

Linear regression 0.9 TC – 0.1 TG – 0.8 HDL 9.20 0.977 <0.001

Artificial neural network None 8.96 0.978 <0.001

TC=total cholesterol; HDL=high-density lipoprotein cholesterol; TG=triglyceride; RMSE=root mean square error

Figure 3. Comparison among models using the Bland-Altman method; Friedewald LDL-C equation, and direct LDL-C mea-
surement (A), linear regression model and direct LDL-C measurement (B), ANN model and direct LDL-C measurement (C).
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validation sets, even though the samples size was 
small.

The correlation coefficients between the 
Friedewald LDL-C equation, linear regression 
model, and the ANN model with direct LDL-C 
were 0.966 (p<0.001), 0.977 (p<0.001), and 0.978 
(p<0.001), respectively (Table 2). Using the Bland-
Altman method, the authors determined that the mean 
differences between the reference method and the 
Friedewald LDL-C equation, linear regression model, 
and ANN model were 6.54 (95% CI 6.25 to 6.83), 1.15 
(95% CI 0.91 to 1.40), and 1.84 (95% CI 1.60 to 2.07), 
respectively (Figure 3). The diagnostic accuracy of 
the Friedewald equation and developed models are 
compared in Table 2, and the diagnostic accuracy 
among models based by TG levels and LDL-C levels 
are compared in Table 3 and 4, respectively.

Discussion
Several disadvantages of the Friedewald equation 

in LDL-C estimation limit its use in clinical 
practice. For instance, the Friedewald equation is 
underestimated and has lower accuracy in the setting 
of TG levels of more than 400 mg/dL or LDL-C level 
of less than 70 mg/dL(4). Although, several equations 
for more valid LDL-C estimation have been modified 

from the conventional Friedewald formula using 
linear models, the accuracy of LDL-C prediction 
with each equation varies among populations and are 
complicated(10-19). In Thailand, Rungtanapirom et al 
proposed two new equations in 2008, including age, 
sex, and body mass index (BMI) as the explanatory 
variables in the equation [0.98 TC – 0.84 HDL – 0.12 
TG + 0.056 age + 0.071 BMI and 0.98 (TC – HDL) 
– 0.12 TG + 0.1 age + 2.4 sex + 0.2 BMI; values for 
sex are male=1, female=2](11). In 2009, Puavilai et al 
showed that a modified Friedewald equation (TC – 
HDL – 1/6 TG) had 83.8% accuracy when compared 
to direct measured LDL ±10 mg(10). However, these 
equations still pose a limitation in patients with severe 
hypertriglyceridemia(10,12). In the present study, the 
authors proposed a new method for generating LDL-C 
estimation model, the ANN model, with the highest 
accuracy (r=0.978, RMSE=8.96) compared with the 
Friedewald equation (r=0.966, RMSE=12.80) and a 
linear regression equation (r=0.977, RMSE=9.20).

In the present study, ANN is a set of algorithms 
designed to recognize patterns by interpreting sensory 
data through a kind of machine perception. During 
the learning process, the neural network finds the 
right algorithm for transforming input (TC, TG, and 
HDL-C levels) into output (calculated LDL-C levels) 
so that as new cases and datasets are collected, the 
model adjusts itself and becomes more accurate 
and generalizable. An ANN can model both linear 
and non-linear relationships among variables and 
thus, usually outperforms multiple regression and 
related techniques(21). Therefore, an ANN model can 
be adopted by any laboratories to predict LDL-C in 
different ethnics using lipid data from their subjects 
and results in more accurate LDL-C estimation in 
those specific populations.

Because the data in the present study were 
collected from participants regardless of specimen 
collection time, time since last caloric intake, 
comorbidities, and current medications, the present 
study new LDL-C equation and model can be used 
in patients with diabetes or metabolic syndrome, 
those using lipid-lowering medication, and in both 
fasting and non-fasting samples. The authors also 
found that the ANN model was more accurate than 
the Friedewald equation for predicting LDL-C levels 
in patients with TG levels greater than 400 mg/dL 
and LDL-C less than 70 mg/dL (RMSE 25.2 versus 
36.3 and 16.9 versus 18.9, respectively). The present 
findings must be interpreted in the context of several 
potential strengths and weaknesses. The strengths 
of the present study include the random selection 

Table 3. Diagnostic accuracy among models based by tri-
glyceride levels

Triglyceride 
levels (mg/dL)

Friedewald
RMSE

Linear regression
RMSE

ANN
RMSE

p-value

<200 9.49 7.90 7.55 <0.001

200 to 400 18.18 9.20 10.12 <0.001

>400 36.27 27.83 25.20 <0.001

ANN=artificial neural network; RMSE=root mean square error

Table 4. Diagnostic accuracy among models based by LDL 
levels

Direct LDL 
levels (mg/dL)

Friedewald
RMSE

Linear regression
RMSE

ANN
RMSE

p-value

<70 18.91 19.29 16.97 <0.001

70 to 99 10.97 8.34 7.37 <0.001

100 to 129 16.43 10.42 7.33 <0.001

130 to 159 11.91 7.76 7.27 <0.001

160 to 189 16.72 11.03 7.12 <0.001

>190 16.11 16.33 16.11 <0.001

LDL=low-density lipoprotein cholesterol; ANN=artificial neural 
network; RMSE=root mean square error
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process, large sample size, the use of direct LDL-C 
measurement as a gold standard, and the applicability 
of the model in patients with comorbidities or 
concurrent medication use and in both fasting and 
non-fasting specimens. However, participants were all 
Thai, and so care should be taken when extrapolating 
these results to other populations in which genetic, 
lifestyle, or environmental factors differ. Moreover, 
lipid profiles were measured at a single time point and 
may not reflect patients’ long-term lipid profiles. In 
addition, stratification of the model by comorbidities 
and concurrent medication was not performed. 
Measurement errors could have also affected the 
results, but this is a limitation in any study of this type.

Conclusion
The model generated using an ANN had high 

accuracy and may be more accurate in predicting 
LDL-C levels in patients with TG levels that are 
greater than 400 mg/dL and LDL-C levels that are 
less than 70 mg/dL.

What is already known on this topic?
Direct LDL-C measurement is expensive and 

not available in some laboratories. LDL-C level 
estimation from TC, HDL-C, and TG levels is a cost-
saving method. However, the Friedewald equation 
and of those derived from linear regression models 
are not accurate in patients with TG levels greater                  
than 400 mg/dL and LDL-C levels of less than 70 
mg/dL.

What this study adds?
This study developed a new LDL-C prediction 

model constructed using an ANN with better expected 
performance than that of both the Friedewald equation 
and of those derived from linear regression models. 
This new method has better accuracy in predicting 
LDL-C levels in patients with TG levels greater than 
400 mg/dL and LDL-C levels of less than 70 mg/dL.
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