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  Original Article  

Breast cancer is the most common cancer in Thai 
women with 19,510 new cases in 2018 or 22.8% of 
all new cancer cases in Thai women(1). In western 
countries, breast cancer screening programs using 
mammography reduced the mortality from breast 
cancer(2-4). Breast cancer is of increasing concern by 
Thai women year after year. Screening mammography 
is included in some private hospitals in the annual 
health check-up but is also requested by many women 
with breast discomfort.

Several companies have developed computer-
aided detection and diagnosis (CAD) for mammo-

graphy since the late 1960s(5). After the long duration 
of development, CAD may help radiologists to detect 
and diagnose microcalcifications. The use of CAD 
leads to a slightly higher detection rate and longer 
evaluation times(6) but does not seems to improve 
diagnosis accuracy(7) in clinical practice.

Artificial intelligence (AI), which is the recently 
advanced technology in machine learning (ML), 
may improve CAD for mammography in clinical 
practice(8-10).

Microsoft Corporation introduced its cloud 
platform called Azure, supplying over 100 services, 
some are free trial and some are always free. ML is a 
feature-based algorithm of the AI before the advent 
of deep learning (DL), which is the main algorithm 
for developing AI for medical imaging. Under the 
budget-constrained situation in the authors’ hospital, 
an attempt was made to develop AI for detecting 
microcalcification within mammography under 
“custom vision”, which is one of the free trial services 
from Azure. It was aimed to test the possibility of this 
service, therefore, the present study was a pilot study 
conducted solely by clinicians with some guidance 
from one computer scientist.
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Background: Artificial Intelligence (AI) is the recently advanced technology in machine learning that is increasingly used to help radiologists, 
especially when working in arduous conditions. Microsoft Corporation offered a free-trial service called Custom Vision to develop AI for images.

Objective: To study the possibility of AI development from free-trial service for detecting microcalcification within mammography.

Materials and Methods: Radiological images of breast cancer-proven patients who underwent mammography between 2018 and 2019 were 
used to train AI to detect microcalcification. The training processes were divided into five iterations of 30, 60, 100, 130, and 160 lesion datasets. 
After each training, the AI was tested as “Performance Per Tag” and clinical performance. There were three types of training, quick, 1-hour, and 
2-hour trainings. 

Results: The present study included 116 microcalcification images with 206 lesions from 56 breast cancer patients. The 160-tag iteration 
presented the best performance with a precision of 80.0%, a recall of 12.5%, a mean average precision of 30.5%, and a prediction rate of 32.14%. 
The performance of the 1-hour training was better than the quick training but was not different from the 2-hour training. 

Conclusion: Health personnel can easily develop AI for the detection of microcalcification in mammography. However, the AI development is 
further required, and the result should be interpreted along with radiologist.
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Materials and Methods
The present study was approved by the Khon 

Kaen University Ethics Committee for Human 
Research based on the Declaration of Helsinki and 
the ICH Good Clinical Practice Guidelines with 
reference number HE621498. No informed consents 
were needed because this was a retrospective study 
of the stored images in the hospital PACS database.

Radiological images of breast cancer-proven 
patients who underwent conventional mammography, 
digital mammography, and tomosynthesis in 2018 and 
2019 were retrieved from the hospital PACS database. 
Only 116 microcalcification-presented images with 
206 lesions or groups of microcalcifications from 56 
patients were included in the present study.

The training processes were divided into five 
iterations of 30, 60, 100, 130, and 160 lesion datasets. 
The images were uploaded, and every lesion was 
manually tagged to help training the object detector. 
If an image had three groups of microcalcifications, 
it would add three tags (lesions) in this dataset. 
After each training session for one hour, this AI was 
evaluated with a testing dataset from 10 different 
images that were not included in the training dataset. 
The testing dataset was composed of 28 lesions. 

The system was presented as the “Performance 
Per Tag” after the training process into three values: 

1. Precision indicates the fraction of identified 
images that were correct. For example, if the model 
recognized lesions in 100 images, and 99 of them were 
actual lesions, then the precision would be 99%.

2. Recall indicates the fraction of actual images 
that were correctly recognized. For example, if there 
were 100 images containing lesions, and the model 
recognized 80 of them, the recall would be 80%.

3. Mean average precision tells the overall 
precision of the object detector at finding lesions.

The clinical performance of this AI is presented 
with the amount and percentage of correct detections 
among the five iterations of training.

Another factor that affects the AI performance 
should be the duration of training. One-hour 
training was used as a standard training process as 
previously mentioned. Then “quick training” and 
“2-hour training” iterations were performed with the 
160 lesions dataset and these performances in both 
“Performance Per Tag” and clinical performance 
were compared.

Results
The present study included 116 microcalcification-

presented images with 206 lesions from 56 breast 

cancer patients. The “Performance Per Tag” of 
five iterations of 30, 60, 100, 130, and 160 tags are 
presented in Table 1. Tenimages with 28 lesions were 
tested in each iteration. The false-positive predictions 
from 30-tag iteration are shown in Figure 1. The 
100-tag iteration shows the true-positive predictions 
in Figure 2. The 130-tag iterations shows the true-
positive prediction in Figure 3, and the false-positive 
prediction in Figure 4. The clinical performance of 
each training with the same testing dataset of 10 
images with 28 lesions, are presented in Table 2.

The “Performance Per Tag” was improved from 
quick training iteration to 1-hour training iteration, 
but the 2-hour training iteration showed the same 
values as 1-hour training iteration (Table 3). The 
clinical performance showed the same results as the 
“Performance Per Tag” (Table 4).

Discussion
AI is developed from computer algorithms 

to simulate intelligent behavior that is capable of 

Table 1. The “Performance Per Tag” of 5 iterations with 1-hour 
training

Dataset (tags) Precision (%) Recall (%) MAP (%)

1. 30 0.0 0.0 2.1

2. 60 0.0 0.0 1.3

3. 100 33.3 5.0 7.6

4. 130 0.0 0.0 4.7

5. 160 80.0 12.5 30.5

MAP=mean average precision

Table 2. The clinical performance of 5 training datasets

Test Train

30 tags 60 tags 100 tags 130 tags 160 tags

1 (4 lesions) 0 0 2 2 2

2 (1 lesion) 0 0 1 1 1

3 (1 lesion) 0 0 0 0 0

4 (1 lesion) 0 0 0 0 0

5 (6 lesions) 1 1 1 1 1

6 (5 lesions) 0 0 0 0 0

7 (3 lesions) 1 0 0 1 0

8 (2 lesions) 0 0 0 2 1

9 (3 lesions) 0 0 0 0 2

10 (2 lesions) 0 0 0 1 2

Total (28 lesions) 2 1 4 8 9

Percent 7.14 3.57 14.29 28.57 32.14
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learning, reasoning, problem-solving, and self-
developing. One of the more sophisticated sets 
of algorithms is often referred to as DL, which is 
developed from the ML. The ML is the ability of an 

Figure 1. The false-positive prediction from the 30-tag iteration: (A) A radiologist identified 3 lesions (circle) in a testing image, (B) AI 
predicted 1 lesion (rectangle) at a false position.

Figure 2. The true prediction from 100-tag iteration: (A) A 
radiologist identified 1 lesion (circle) in a testing image, (B) AI 
predicted 1 lesion (rectangle) at the true position.

Figure 3. The partial true prediction from 130-tag iteration: 
(A) A radiologist identified 2 lesions (circle) in a testing image, 
(B) AI predicted only 1 lesion (rectangle) at the true position.

Table 3. The “Performance Per Tag” of 3 different durations of 
training with 160 lesions dataset

Duration Precision (%) Recall (%) MAP (%)

Quick 50.0 3.1 10.4

1 hour 80.0 12.5 30.5

2 hours 80.0 12.5 30.5

MAP=mean average precision
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AI to extract information from raw data and to learn 
from experience(11-13). Microsoft Corporation provides 
the free-trial service called “custom vision”, which 
health care personnel can use to develop the AI in 
their daily practices, especially in radiology. This 
free-trial service, however, can be regarded as an ML 
level, while DL needs some additional programming. 
Therefore, DL was not included in the present study.

In theory, more learning makes better AI 
performance, so the “Performance Per Tag” should 
improve gradually from 30, 60, 100, 130, and 160-
tag iterations. The 160-tag iteration showed the best 
performance values while other iterations showed 
inconsistent values. The clinical performances 
improved gradually from 30, 100, 130, and 160-tag 
iterations, except for the 60-tag iteration, which 
showed the results worse than the 30-tag iteration. 
Many discrete tag varieties, for which each variety 
had few tag patterns, may have confused the AI on 
60-tag iteration. With more tag patterns, the AI made 
better clinical performances with the best prediction 
rate at 32.14%.

Rodiguez-Ruiz et al showed a stand-alone 
AI system achieved a cancer detection accuracy 
comparable to an average breast radiologist(9). 
However, the present study was limited due to 
retrospective setting, so the AI system needed further 
investigation in screening setting. Comparing to this 
sophisticated high-cost AI system, the authors’ free-
service AI system development is more suitable to 
alleviate the radiologist’s workload in the smaller 
hospital.

Although the present study showed high 
precision rate (80%), the recall rate was limited to 
only 12.5%, which meant only 12.5 cases would be 
detected correctly from 100 positive cases. There is 

Figure 4. The false-positive prediction from 130-tag iteration: (A) A radiologist identified 3 lesions (circle) in a testing image, (B) AI 
predicted 1 lesion (rectangle) at a false position that differed from 30-tag iteration in Figure 1.

Table 4. The clinical performance of 3 different durations of 
training with a 160 lesions dataset

Test Duration

Quick 1 hour 2 hours

1 (4 lesions) 1 2 2

2 (1 lesion) 1 1 1

3 (1 lesion) 0 0 0

4 (1 lesion) 0 0 0

5 (6 lesions) 0 1 1

6 (5 lesions) 0 0 0

7 (3 lesions) 0 0 0

8 (2 lesions) 0 1 1

9 (3 lesions) 0 2 2

10 (2 lesions) 1 2 2

Total (28 lesions) 3 9 9

Percent 10.71 32.14 32.14
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a need to perform additional studies with large data 
sets to improve the performance and impact of the 
present system. Besides radiologist, other clinicians 
should use the AI system with utmost consideration.

The duration of training should affect the 
performance as more sophisticated learning needed 
more time. The 1-hour training model made a better 
performance than a quick training model. The 
2-hour training model, however, was no different in 
performance from the 1-hour training model. With 
only 160 tags, the AI needed one hour to experience 
every pattern thoroughly. One more hour did not help 
the AI to learn more. If more images were uploaded, 
2-hour training may improve AI performance. 

Conclusion
Health personnel can easily develop AI for the 

detection of microcalcification in mammography. AI 
can predict one-third of microcalcifications correctly 
after training with only 160 images and the free-trial 
service.

What is already known on this topic?
AI is currently used to assist the radiologists for 

arduous works in several fields.

What this study adds?
To show the possibility of self-developed AI for 

detecting microcalcification with free-trial service.
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